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Abstract—Although full-duplex relaying schemes are appealing
in order to improve spectral efficiency, simultaneous recep-
tion and transmission in the same frequency results in self-
interference, distorting the retransmitted signal and making
the relay prone to oscillation. Current feedback cancellation
techniques by means of adaptive filters are hampered by the fact
that the useful and interference signals are highly correlated. We
present a new adaptive algorithm which effectively and blindly
restores the spectral shape of the desired signal. In contrast
with previous schemes, the novel adaptive feedback canceller has
low complexity, does not introduce additional delay in the relay
station, and partly compensates for multipath propagation.

Index Terms—Full-duplex, relays, adaptive algorithm, feed-
back cancellation.

I. INTRODUCTION

The use of relays is a promising, cost-effective approach
to extending wireless systems coverage [1], [2] and increasing
the network throughput by providing cooperative diversity [3],
[4]. Relay terminals can be either dedicated infrastructure-
based transceivers, or mobile devices that forward signals from
source to destination. To this day, most research has focused
on half-duplex protocols, which constrain the relays to transmit
and receive in different time slots and/or carrier frequencies.
This facilitates relay design, since it avoids coupling between
the transmit and receive frontends which would otherwise
appear whenever these operate simultaneously within the
same frequency channel. This coupling would result in self-
interference, which is eliminated with the half-duplex ap-
proach at the cost of a reduction in spectral efficiency.

In contrast, full-duplex operation of a relay allows concur-
rent transmission and reception in a single time/frequency
channel, thus improving spectral efficiency. Clearly, full-
duplex relays must include mechanisms to mitigate self-
interference. This is not a minor issue, given that the power of
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the signal that is transmitted by the relay may be tens of dB
above that of the received signal. An exemplary application
of full-duplex relays is found in the area of digital terrestrial
broadcasting with single frequency networks (SFN), in order to
improve reception in areas with poor coverage. In this context
they are commonly referred to as on-channel repeaters and
are being successfully deployed with SFN-based broadcast
systems using Orthogonal Frequency Division Multiplexing
(OFDM) [5], [6]. Full-duplex relaying is especially appealing
for OFDM systems, since the signals originating from the
source and the relay will add up at the destination as helpful
multipath as long as their arrival times are within the cyclic
prefix duration. This limits the processing delay allowable at
the relay, which must be kept at a sufficiently low value.
Although on-channel repeaters incorporate physical separa-
tion of the transmit and receive antennas in order to reduce
signal coupling and avoid system instability, this approach
usually does not provide sufficient input/output isolation, even
when antenna directivity is taken into account. In addition,
local scatterers may create additional feedback paths between
the antennas. Thus, adaptive feedback cancellation (AFC) via
digital signal processing techniques has revealed itself as the
key enabler for these devices, and will be necessary for the
deployment of full-duplex relays in other types of networks as
well [7]-[11]. The focus of this paper is the development of
a novel AFC technique for full-duplex relays. The proposed
method operates directly on waveform samples, and thus it is
well suited for Amplify-and-Forward (A&F) relays. Although
A&F relaying is not necessarily optimal, it is a highly flexible
technology applicable even in heterogeneous networks with
nodes having different characteristics, since it is transparent
to the specific modulation type of the transmitted signal [12].
Direct application of the Least Mean Squares (LMS) adap-
tive algorithm [13], [14] to the AFC problem will result in
significant bias in the estimation of the feedback path, since
the signal arriving at the relay from the source is correlated
with the feedback signal. Several works have addressed this
bias problem in different ways. Introducing a sufficient amount
of delay in the feedback loop of the AFC will decorrelate the
received and feedback signals and hence eliminate the bias [5],
[7], but this is at the expense of increasing the overall process-
ing delay of the repeater, which is undesirable. Alternatively,
in [15], [16] two whitening approaches are proposed in order
to generate the signals that drive the AFC coefficient update;
however, the length of the required whitening filter may add
significant complexity to these schemes, especially for signals
with low spectral flatness. Other approaches are based on
introducing low-power training sequences at the relay [17],
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[18]. These are uncorrelated with the received signal and hence
allow unbiased estimation, but their insertion will degrade the
signal-to-noise ratio (SNR) of the retransmitted signal. And
although it may be possible to exploit pilots already embedded
in the source signal [6], [19], this requires synchronization,
demodulation and remodulation of the digital data, which are
to be avoided in the A&F relaying approach.

In contrast, our AFC scheme hinges on a novel unsupervised
adaptive filtering algorithm, which exploits knowledge of
the second-order statistical information of the signal trans-
mitted by the source and is based on the property restoral
principle [13]. It does not require training sequence injec-
tion, delay insertion, or additional costly whitening filtering
operations, and eliminates the bias estimation problem of
the standard LMS algorithm without significantly increasing
the computational complexity. Specifically, the adaptive filter
adjusts the power spectral density (psd) of its output signal
in order to match a prespecified ’spectral mask’. Therefore,
in addition to cancelling self-interference due to antenna
coupling, this scheme is also able to simultaneously and
automatically compensate to some extent for phenomena such
as multipath propagation in the source-relay channel and
imperfections in the frequency response of the analog frontend.
This equalization capability is an attractive feature, and in fact
several on-channel repeater architectures have been recently
proposed which include both feedback cancellation and signal
equalization, albeit in different blocks, with the corresponding
increase in complexity and power consumption [20]-[22].

Sec. II presents the model and discusses the bias problem.
The novel AFC scheme is presented in Sec. III and analyzed
in Secs. IV and V. Laboratory test results are given in Sec. VI,
and Sec. VII summarizes the main conclusions. The methods
discussed in this work are also described in [23].

II. PROBLEM FORMULATION
A. System description

The block diagram of a typical non-regenerative full-duplex
relay / on-channel repeater is shown in Fig. 1. It consists of
the following main components:

o The receive analog frontend, comprising the receive an-
tenna, a downconversion stage (including pre-selection
filters, low-noise amplifiers, and mixers), which retains a
subband of the radio frequency (RF) spectrum containing
the RF channel of interest and translates it to an interme-
diate frequency (IF); and an IF bandpass filter (usually a
surface acoustic wave (SAW) filter), which extracts the
signal of interest and rejects adjacent channels.

o A digital stage, including analog-to-digital conversion
(ADC) of the IF signal at f,; samples/s, adequate process-
ing of the resulting samples via a digital signal processor
(DSP) or field-programmable gate array (FPGA), and
digital-to-analog conversion (DAC) to synthesize the cor-
responding analog IF signal. This stage offers flexibility
in order to implement functionalities such as AFC (which
is the focus of this work), link quality monitoring, and
digital correction of analog frontend imperfections [24].

e The transmit analog frontend, comprising an upconver-
sion stage from IF to RF, a high-power amplifier, a
channel filter to conform the RF signal to system emis-
sion masks, and the transmit antenna. A common local
oscillator (LO) is used in both down- and up-conversion
stages to reduce phase noise in the retransmitted signal.

Fig. 2 shows the block diagram of the equivalent discrete-
time system from the point of view of the digital stage, after
taking into account antenna coupling, assuming steady state
and time-invariant conditions'. Thus, all signals involved are
discrete-time IF bandpass signals with underlying sample rate
fs. The transfer functions involved are the following:

e H(z) is the AFC transfer function, whose input and
output signals are respectively denoted by u(n) and y(n);

e Gi(z) and G,(z) are the discrete-time equivalent repre-
sentations of the receive and transmit analog frontends,
respectively;

o F(z) models the feedback path due to antenna coupling;

e C(z) denotes the discrete-time equivalent channel from
the source to the relay.

In Fig. 2, s(n) and v(n) are the IF representation of the signals
transmitted by the source and the relay, respectively, whereas
n(n) models the additive noise. The transfer functions C'(z),
F(z), Gi(z) and G,(z) are assumed unknown, and the AFC
only has access to its input and output signals u(n), y(n).
We model {s(n)}, {n(n)} as statistically independent zero-
mean wide sense stationary processes with psds Ss(z), S, (%)
respectively.

B. AFC structure
Note that the closed-loop transfer functions from 7(n) and

s(n) to the AFC output y(n) are respectively

_ H(2)Gi(2)

11— H(2)Gi(2)F(2)G,(2)

Ty (2) s Tsy(2) = C(2)Ty(2).

)
Suppose that H(z) is constrained to have an all-pole structure,
ie. H(z) =b/[1 +bA(z)], where b is a constant and A(z) is

IThe AFC should be able to track time variations in the feedback channel
if these are sufficiently slow.
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Fig. 3. [Equivalent system configuration with an all-pole AFC.

strictly causal. In that case, (1) becomes
bG;(2)C(2)
TSU(Z) = - )
14+ bA(2) — bGi(2)F(2)Go(2)
and therefore, by choosing A(z) = G,(2)Gi(%)F(z), the
effect of the feedback is perfectly canceled, resulting in

Tyy(2) = bGi(2), Tsy(2) = C(2) T (2). 3)

Thus, an all-pole filter is a natural candidate for the AFC, and
it is the structure that will be adopted in the sequel. Fig. 3
shows an equivalent block diagram in terms of b and A(z).
Note that the order of A(z) must be at least as large as that
of the equivalent feedback path G;(z)F(z)G,(z) in order to
make cancellation feasible.
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C. The bias problem

The goal is to design an effective algorithm to update the
all-pole AFC coefficients. The fact that the only observable
signal is u(n), together with the lack of knowledge of the
transfer functions involved, make this a challenging task. To
clarify this issue, note that y(n) can be seen as the input to the
filter A(z) = 22/121 arpz~* in order to form the error signal

M
e(n) =u(n) =Y ary(n — k). )
k=1

From Fig. 3, it would seem that A(z) is operating in a system
identification configuration [14], since it is placed in parallel
with the target transfer function G,(2)G;(z)F(z). Thus, one
may consider the minimization of E{e?(n)} (the variance of
the *identification error’) as design criterion. Assuming b fixed,
and since y(n) = be(n), this amounts to choosing A(z) in

order to minimize E{y?(n)}. However, this approach does
not lead to the desired solution, yielding a biased estimate of
the feedback path. To see this, let us assume that the number
of coefficients M of A(z) is arbitrarily large, so that we can
synthesize an arbitrary frequency response H(e/*) = b/[1 +
bA(e?*)]. In that case, it follows from [25] that the variance
at the output of H(z) is minimized iff its output {y(n)} is a
white process, i.e. its psd is constant with frequency. But since
the system is operating with bandpass IF signals, any adaptive
algorithm that attempts to minimize the variance E{e?(n)}
will end up enhancing out-of-band noise in order to flatten
the psd at the AFC output, which is clearly undesirable.
Minimization of E{e?(n)} by a stochastic gradient descent
takes the following form [26], where i > 0 is a small stepsize:

ar(n+1) =ag(n) + pe(n)yr(n — k), 1<k<M, (5
where yp(n — k) = —0e(n)/0ay is recursively computed as
M
yr(n) =y(n) — bz ar(n)yr(n — k). (6)
k=1

Besides the bias problem, this approach also has the drawback
of requiring an additional filter in order to generate the signal
yr(n) as per (6). This is often sidestepped by simply using
Feintuch’s Pseudolinear Regression (PLR) approximation [27]
yr(n) =~ y(n), which results in

ar(n+1) =ag(n) + pe(n)y(n —k), 1<k<M. ()

Note that (7) corresponds to the standard LMS algorithm for
the adaptation of A(z) that would result if one neglected the
fact that the input y(n) to A(z) is also (a scaled version
of) the identification error, and hence depends on the actual



value of A(z). This simplified algorithm also suffers from the
bias problem: at any stationary point of (7), one must have
E{e(n)y(n — k)} = 0, or equivalently, since y(n) = be(n),
E{y(n)y(n —k)} = 0for 1 < k < M. If the order M is
sufficiently large, this implies that {y(n)} is again a white
process, and thus out-of-band noise enhancement will ensue.
A simple means to overcome the bias problem is to in-
troduce a delay of d samples within the feedback loop of the
AFC [5], whose transfer function becomes H(z) = bz~¢/[1+
bz~9A(z)]. In that case one has y(n) = be(n—d), whereas (4)
and (7) still hold. Assuming M large, the conditions at any sta-
tionary point of (7) become E{y(n)y(n—k)} =0 for k > d.
Thus, if d is chosen to be larger than the correlation time
(in samples) of the bandpass process {s(n)}, the whitening
effect at the AFC output is avoided. However, this approach
increases the overall delay of the repeater by d/ f5 s.

III. SPECTRUM SHAPING ALGORITHM
A. Derivation

In order to avoid the bias issue without increasing the overall
delay, we observe that the problem with the PLR approach
(7) resides in the fact that the algorithm is trying to drive the
nonzero-lag autocorrelation terms of the filter output towards
the zero value. However, we know that, should cancellation
be achieved, and neglecting for the time being noise and
multipath effects, the filter output should be a possibly scaled
and delayed replica of the desired signal {s(n)} (the sampled
IF representation of the signal transmitted by the source),
whose autocorrelation sequence can be assumed known. It
makes sense, therefore, to attempt to shift the stationary points
of the PLR scheme (7) toward the correct values by exploiting
this knowledge. This can be achieved by modifying (7) into

ar(n+1) = ap(n)+u(y(n)y(n—k)—re), 1<k <M, (8)

where r1,..., ) are suitable constants. The hope is that (8)
will drive the output signal autocorrelation terms to the values
rg, for k = 1,...,M. In addition, in order to set the zero-lag
autocorrelation (i.e. the output power) to a given value rg, the
feedforward coefficient b is made adaptive, implementing an
automatic gain control (AGC) rule:

b(n+41) = b(n) — u(y*(n) — o). 9)

A positivity constraint may be enforced on b(n), since AGC
loops are affected by a sign ambiguity which does not impact
their performance.

B. Discussion

The choice of the constants {ry}+L  is determined by the
reference psd that one desires to obtain at the adaptive filter
output upon convergence. At any stationary point of (8)-(9),
the expected value of the correction terms must be zero:

E{y(n)y(n —k)} = i,

This shows that it is possible to specify the autocorrelation
sequence (up to lag M) that the output process {y(n)} will
have once the filter has converged. If M is sufficiently large,

0<k<M. (10)

this amounts to specifying the desired psd at the AFC output:
the adaptive filter is effectively shaping the power spectrum
of the output signal. Hence, it makes sense to choose {ry}
as the autocorrelation sequence of the signal {s(n)}, up to
an arbitrary scaling that allows to set the power at the DAC
input to the desired level. In that case, if a stationary point is
reached and M is sufficiently large, then the psd of {y(n)},
S, (e7%), will be a scaled version of S,(e’*):

Sy = [Tel?Ss +|T0yl?S,
= [Tyl (ICPSs +5,) = 8Ss, (1)
where 32 is a scaling constant. From (11), and letting
(e?*) = S4(e/¥)/S,(e’%), the transfer functions at the
stationary point are obtained:
BT 2 PICPPT
Tyl? = ———e, [Ty’ = ——e. 12
T 1+ |02’ ITsol 1+ |C)?T (12)

Suppose now that the input spectral SNR is sufficiently high,
ie. |C(e/¥)|?T'(e’) > 1, so that we can neglect the noise.
From (12), this results in |7, (e/“)|? ~ 32, that is,

) G()O(2)
Tl®) = T30 — b6 F)Go ()

13)

must be an allpass transfer function. Suppose that the ef-
fective feedforward and feedback paths, bG;(z)C(z) and
bG;(2)F(2)G,(2) respectively, can be modeled as finite im-
pulse response (FIR) filters of order no larger than M. In
addition, suppose that G;(z)C(z) is minimum phase. In that
case, it is clear that the allpass system Ty, (z) in (13) must
reduce to a pure delay, i.e. the adaptive filter is simultaneously
canceling the unwanted feedback and equalizing the effective
source-relay channel (which includes the wireless channel and
the linear distortion introduced by the receive analog frontend).
If G;(2)C(%) is not minimum phase (for example, due to
pre-echoes present in the wireless multipath environment), the
all-pole structure of the AFC cannot equalize the phase of
the effective channel, but only its magnitude, resulting in an
allpass characteristic of the overall system; this, of course, is
due to the fact that only second-order statistical information
about the desired signal {s(n)} is being exploited.

Observe that in order to completely determine the desired
psd (up to a scaling), in general it does not suffice to specify
the autocorrelation sequence {rj} for k > 1; the zero-lag
term ry must be given as well. This makes the introduction
of the AGC (9) necessary; the exception is the case in which
rr = 0 for k # 0, which is the reason why the original PLR
scheme (7) can operate with fixed b. Finally, note that the
computational complexity of the modified algorithm (8)-(9) is
practically the same as that of the PLR update rule (7).

C. Noise analysis

In order to gauge the behavior of the proposed design in
noisy settings, consider the SNR at the AFC output, given by

= [T | Tey|?Ssdw

SNRyy¢ = r .
i . Ty 2S5 dw

(14)



20

Input SN; =15dB J

——— MMSE ~<

—
W
]
1
1
1
1
1
1
1
1
1
|

Proposed |
-==PLR

Output SNR, dB
S

- - o
-
-

0 0.2 0.4 0.6 0.8 1
pole radius

Fig. 4. Output SNR with white noise and a first-order AR process.

For the proposed approach, |T,,,|2, |Ts,|? are given by (12),
whereas for a staionary point of the PLR scheme they can be
obtained from S, = 3%, which yields

/82 571

B*OPP
L+|C]er=n T = S,

T2 = Sl el N
| /y| 1+|C|2F n

15)

We also consider the Minimum Mean Square Error (MMSE)
design in which T}, and T}, = C'I}), are chosen to minimize
E{|y(n) — Bs(n)|*}, resulting in

,62|C|2F2

|T |2 _ |C|2F 2
T (14 |CPT)2 '

2 2
1l = 8 (e
(16)
Note that an MMSE AFC would require the availability of
{s(n)}; thus, it can be considered as a benchmark for blind
designs such as PLR and the proposed approach. In Fig. 4 the
three designs are compared in terms of SNR,, when S, is

constant (white noise), the channel |C|? is constant, and

1

Ss(e?¥) =
(") 14 p%? —2pcosw

A7)

corresponds to the psd of a first-order autoregressive (AR)
process with pole at p. The input SNR is given by

1 (7 Jw)|2 Jw
SNR;, = 2% f’fw,r(e ISa(e™)de (18)
5= 7 Sy(e?®)dw
For p = 0 the desired signal {s(n)} is white and the three
designs coincide. However, as |p| increases so that {s(n)}
becomes more colored, the PLR approach suffers from a
significant SNR loss due to the noise enhancement problem.
The proposed approach, in contrast, is able to provide an
improvement in terms of output SNR; though suboptimal, it
follows the same trend as the non-blind MMSE design, with
a gap that narrows as the input SNR increases. This example
is illustrative of the noise behavior of the proposed design in
more general scenarios.

70

pole radius = 0.5

601

SFR after cancellation, dB

710 L L L L L
0 5 10 15 20 25 30
Input SNR, dB

Fig. 5. Post-cancellation Signal-to-Feedback Ratio with white noise and a
first-order AR process.

IV. ANALYSIS OF AN M-TH ORDER CANCELLER

The study of the convergence properties of the spectrum
shaping algorithm (8)-(9) in general settings is difficulted
by the recursive structure of the adaptive filter. Next we
provide an analysis in terms of the properties of stationary
points for a particular case: a sufficiently long adaptive filter,
operating in a “cancellation-only” configuration, meaning that
the linear distortion introduced by the propagation channel
and the analog frontend can be neglected. In that situation,
and assuming that the noise can be neglected, the following
result holds; see Appendix A for the proof.

Theorem 1. Assume that n(n) =0, C(2)G;(z) = 1, and that
the AFC order M is no less than that of the feedback path
Gi(2)F(2)Go(2). Let Sy(e7) be the psd of {s(n)}. If Ss(e7%)
is bounded and nonzero for all w, and the constants {ry }2L,
are chosen as rj, = B> E{s(n)s(n—k)} for some 3 > 0, then
the point (by, A.(2)) given by

be =B, Au2) = Gi(2)F(2)Go(2),

is a (locally) convergent stationary point in mean of the
adaptive algorithm (8)-(9).

(19)

In other words, when the only mission of the adaptive filter
is to cancel the unwanted feedback and no equalization is
required in order to restore the reference autocorrelation at the
output, the desired parameter values yielding perfect cancella-
tion constitute a stationary point of the adaptive scheme, and
moreover, the algorithm will drive the parameters (in mean)
to these desired values if the starting point is sufficiently close
(and the stepsize is sufficiently small).

Consider now the same “cancellation-only” setting, but
taking the noise 7(n) into account. The adaptive algorithm will
drive the AFC towards a point at which the output psd will
satisfy S, (e/*) = 32S,(e?*), provided that M is sufficiently
large. This results in

b2 7 ﬁ2ss
1+ b(A—GiFG,)2  S.+S,’

(20)
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whose solution will be biased away from the “perfect cancel-
lation” setting (19) due to the presence of the S, term in the
right-hand side of (20). Therefore there will be some residual
coupling, which can be gauged by the post-cancellation Signal-
to-Feedback Ratio (SFR), i.e. the ratio of the powers of the
desired and feedback components after cancellation. Fig. 5
shows this ratio for a white noisy setting with a first-order
AR process {s(n)} with pole at p, i.e. S, as in (17), in terms
of the input SNR. Derivation details are given in Appendix B,
concluding that for high SNR;,,

1-p2\?
SFR ~ SNR (p> .
P

Thus the SFR behaves quadratically with SNR;, (slope 2 in
log-log scale). For a given SNR;,, the SFR degrades as the
input process becomes more colored (i.e. for a larger pole
radius |p|); note that for p = 0 the right-hand side of (20)
becomes constant with w and the bias disappears, resulting in
SFR — oo as reflected in (21).

Determining the stability properties of the stationary point
in these noisy settings is a difficult task. The following section
provides some steps in this direction for the particular case of
a first-order AFC.

ey

V. ANALYSIS OF A FIRST-ORDER SPECTRUM SHAPER

In this section we relax the “cancellation-only” and noise-
less assumptions made in Sec. IV, but in order to make the
analysis tractable we consider a first-order filter (M = 1)
with a first-order feedback path. In the setting of Fig. 3, this
amounts to having A(z) = az™! and G;(2)F(2)G,(2) =
gz~'. The system is governed by the following equations:

u(n) w(n) + qy(n — 1), (22)
y(n) = bn)u(n) —bn)a(n)y(n —1), (23)
b(n+1) = b(n)— pu(y*(n) —ro), (24)
an+1) = a(n)+ply(n)y(n—1)—r). @25

We assume that {rg, 1 } are drawn from a valid autocorrelation
sequence, i.e., 7o > 0 and || < 1, with o = :—(1]

A. Existence of stationary points

From (22)-(23), the closed-loop system reduces for fixed
values of b, a to a first-order system with pole p = b(q — a):

y(n) = bw(n) + py(n — 1), (26)

variable
attenuator

which is stable iff |p| < 1.

Since no assumptions have been made so far on the input
process {w(n)} (in particular, noise may be present), the
question of whether the algorithm (24)-(25) admits a stationary
point is not trivial. This is addressed by the following result,
whose proof can be found in Appendix C.

Lemma 1. Let S, (/) be the psd of {w(n)}. If Sy (e’®)
is bounded and nonzero for all w, then the adaptive algo-
rithm (24)-(25) admits a stationary point corresponding to a
stable closed-loop system.

B. Analysis for first-order MA inputs

Lemma 1 guarantees the existence of stationary points under
mild conditions on the input psd. We focus now on the
particular case of a first-order moving average, or MA(1), input
process, for which stronger results can be developed. Recall
that if {w(n)} is MA(1), then v = E{w(n)w(n—k)} equals
zero for |k| > 1.

Lemma 2. Let {w(n)} be an MA(1) process. Then there is
a single stationary point (by,ay) of (24)-(25) with b, > 0
and yielding a stable closed-loop system. In addition, this
stationary point is locally convergent in mean.

The proof is given in Appendix D. Empirical evidence
suggests that these results can be extended to more general
settings (arbitrary order M, input psd S, (z), and feedback
path), although deriving formal proofs remains an open issue.

VI. RESULTS

The proposed AFC has been tested in the laboratory. The
implemented hardware module consists of a software develop-
ment kit, including the input ADC, an FPGA, and the output
DAC. The experimental setup is shown in Fig. 6. The signal
to process is a 8-MHz OFDM digital TV signal generated
according to the DVB-T standard [28], with a carrier frequency
of 842 MHz and power level —37 dBm. An analog receiver
frontend downconverts the RF signal (with feedback added) to
an IF of 36.15 MHz. The sampling frequency and resolution
of both the ADC and the DAC are 90 Msps and 14 bits
respectively. In order to reduce the number of required AFC
taps, the input stream is downsampled by a factor of 3 in
the FPGA, so that the effective sampling rate is 30 Msps
and the effective digital IF is 6.15 MHz. The AFC output is
upsampled, also by a factor of 3, and a digital bandpass filter



Ch: --- RF 842.000000 MHz DVB-T/H 8 MHz

Att 0dB
ExpLvl -37.50 dBm

1AP

Clrw [-10 dB l ﬂ
-20d \ J \
-30 dB ( 1 J \
-40 dB b

, I Lo
Start -8.0 ps 2.0 ps/ Stop 12.0 ps
Peak Values  CellID (hex/dec) 0x0 /0

Rank _ Level/dB Time/us Level/dB Time/us
1 0.0 0.000 |6 ---- -
2 -3.7 4.635 7 ---- ———
3 -38.4 9.294 |8 ---- ——
4 -44.5 3.610|9 -—-- ——
5 -47.4 5.403 |10 ---- —

(a) Relay input

Fig. 7. Echo patterns, Gain Margin = 4 dB.
Ch: --- RF 842.000000 MHz DVB-T/H 8 MHz
Att 0dB
ExpLvl -37.50 dBm
1AP
Clrw |10 dB rﬂl l
i
Nl Il ]
-40 dB:
AL T L
S h |
Start -8.0 ps 2.0 ps/ Stop 12.0 ps
Peak Values  CellID (hex/dec) 0x0 /0
Rank Level/dB Time/us Level/dB Time/us
1 0.0 0.000[6 -46.6 3.143
-4.4 -4.640 |7 -46.9 5.798
3 -31.6 4.647 |8 -47.5 3.535
4 -41.3 1.822 9 -47.9 6.591
5 -41.3 -1.023 10 -48.0 5.192
(a) Relay input
Fig. 8. Echo patterns, Gain Margin = —4 dB.
Ch: --- RF 842.000000 MHz DVB-T/H 8 MHz
Att 5dB
ExpLvl -25.00 dBm
1AP
Cirw | -10 dB f l
S
o ll !
-40 dB- ,
st \ M \_HMLI\J -
Start -8.0 ps 2.0 ps/ Stop 12.0 ps
Peak Values CellID (hex/dec) 0x0 /0
Rank Level/dB Time/us Level/dB Time/us
1 0.0 0.000]6 -42.7 1.648
2 -16.5 -4.640 |7 -43.0 5.967
3 -30.6 4.657 |8 -43.1 3.807
4 -41.2 -1.027 |9 -43.5 2.764
5 -42.6 7.154 10 -43.6 3.538
(a) Relay input
Fig. 9. [Echo patterns, Gain Margin = —16 dB.

centered at 36.15 MHz is then applied. Its output is fed to the
DAC to synthesize the IF signal, which in turn is upconverted
to 842 MHz and amplified, with an output power of 35.3 dBm.
This RF signal is attenuated and combined with the one from
the DVB-T modulator. The input and output RF signals are
fed to a TV analyzer (Rohde&Schwarz ETL).

The overall delay in the feedback path of the setup is
approximately 4.6 ps. Accordingly, the number of AFC taps

Ch: --- RF 842.000000 MHz DVB-T/H 8 MHz
Att 0dB
ExpLvl -17.50 dBm

1AP

Clrw [ -10 dB r ]
-20 dB- ‘ \
-30 dB J l
-40 dB A

. M \M A “ i
Start -8.0 ps 2.0 ps/ Stop 12.0 ps
Peak Values  CellID (hex/dec) 0x0 /0

Rank _ Level/dB Time/us Level/dB Time/us
1 0.0 0.000 |6 ---- [
2 -36.3 4.657 |7 ---- ————
3 -40.8 -1.028 |8 -——- —
4 -45.6 0.679 |9 ---- —
5 -47.5 3.111 )10 ---- ----

(b) Relay output

Ch: --- RF 842.000000 MHz DVB-T/H 8 MHz

Att 0dB
ExpLvl -17.50 dBm
1AP
Clrw | -10 dB: { l
-20 dB: ‘ \
-30 dB: / \
-40 dB: A
. (U o

Start -8.0 ps 2.0 ps/ Stop 12.0 ps
Peak Values _ CellID (hex/dec) 0x0 /0
Rank _ Level/dB Time/us Level/dB Time/us
1 0.0 0.000 |6 -45.0 7.310
2 -32.7 4.630 |7 -45.0 7.922
3 -40.5 2.624 |8 -45.1 5.182
4 -41.0 -1.026 |9 -45.8 1.031
5 -44.0 0.699 |10 -45.9 8.120
(b) Relay output

Ch: --- RF 842.000000 MHz DVB-T/H 8 MHz
Att 0dB
ExpLvl -35.00 dBm

1AP

Clrw |10 dB f l
-20 dB l l
-30 dB- ( L ﬂ
-40 dB

o] M \__/km‘ V\_r =
Start -8.0 ps 2.0 ps/ Stop 12.0 ps
Peak Values _ CellID (hex/dec) 0x0 /0

Rank _ Level/dB Time/us Level/dB Time/us
1 0.0 0.000 |6 -42.4 5.006
2 -31.4 4.636 |7 -42.6 6.503
3 -32.0 8.144 |8 -42.9 6.883
4 -40.3 3.441 |9 -43.3 7.429
5 -40.6 -1.019 10 -44.0 -4.621

(b) Relay output

is set to M = 160. Each coefficient a; is updated only once
every M sample periods, in a sequential manner, in order to
alleviate the computational requirements in the FPGA (at the
cost of a slower convergence rate). Since the bandpass input
does not fully excite all the modes of the adaptive algorithm,
coefficient drift may occur, and hence a small coefficient
leakage [13] is introduced in the adaptation. The reference
sequence {r;} was computed beforehand by estimating the



Ch: --- RF 842.000000 MHz DVB-T/H 8 MHz Ch: --- RF 842.000000 MHz DVB-T/H 8 MHz Ch: --- RF 842.000000 MHz DVB-T/H 8 MHz
RBW 10 kHz RBW 10 kHz RBW 10 kHz
Att 0dB VBW 30 kHz Att 0dB VBW 30 kHz Att 0dB VBW 30 kHz
ExpLvl -55.00 dBm  SWT 100ms ExpLvl -50.00 dBm  SWT 100ms ExpLvl -25.00 dBm  SWT 100ms
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1Pk | -60 1Pk | -55 ‘ ‘ 1Pk |-30 ‘
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gl W, gt il |
I »K | ]
10 “ 5 “‘ e -80 d ‘
CF 842.0 MHz Span 10.0 MHz CF 842.0 MHz Span 10.0 MHz CF 842.0 MHz Span 10.0 MHz
(a) Modulator output (b) Relay input (c) Relay output
Fig. 10. Power spectral densities, Gain Margin = 0 dB.
Ch: --- RF 842.000000 MHz DVB-T/H 8 MHz Ch: --- RF 842.000000 MHz DVB-T/H 8 MHz
RBW 10 kHz
Att 0dB Att 0dB VBW 30 kHz
ExpLvl -37.50 dBm ExpLvl -50.00 dBm SWT 100ms
|
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. ] W 85 dBm:
Start -8.0 ps 2.0 ps/ Stop 12.0 ps |
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Rank Level/dB Time/us Level/dB Time/us -95 dB g
1 0.0 0.000]6 -41.0 -1.025 _ﬂﬁn\,ﬂ f A
2 -6.0 -4.642 (7 -43.6 2.902 e R
3 -9.9 -2.125 s -43.9 5.795 105 dB
4 -18.0 -3.767 |9 -44.4 7.784
5 -32.0 4.636 |10 -44.4 3.366 CF 842.0 MHz Span 10.0 MHz
(a) Echo pattern (b) Power spectral density
Fig. 11. Signal characteristics at the relay input under multipath propagation and GM = —4 dB.
Ch: --- RF 842.000000 MHz DVB-T/H 8 MHz Ch: --- RF 842.000000 MHz DVB-T/H 8 MHz
RBW 10 kHz
Att 0dB Att 0dB VBW 30 kHz
ExpLvl -17.50 dBm ExpLvl -25.00 dBm SWT 100ms
[
1AP 1Pk |-30 dBm:
Clrw | 10 dB Avg | A
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Rank Level/dB Time/ys Level/dB Time/ys 70 dBm|
1 0.0 0.000]6 -46.3 6.290 25 ! \
2 -33.0 4.638 7 -47.2 1.910 1
3 -39.3 0.751 s -47.2 5.925 80 dBy
4 -41.4 -1.026 |9 -47.5 1.692
5 -41.4 2.928]10 -47.5 5.634 CF 842.0 MHz Span 10.0 MHz
(a) Echo pattern (b) Power spectral density
Fig. 12. Signal characteristics at the relay output under multipath propagation and GM = —4 dB.

autocorrelation of a ’clean’ DVB-T signal centered at 6.15
MHz from a very long record of samples at 30 Msps.

Figs. 7-9 show the steady-state echo patterns at the input and
output of the relay (i.e. channel impulse responses from the
DVB-T modulator to each of these two ports), as determined
by the TV analyzer, for different values of the Gain Margin
(GM), defined as the ratio of the powers of the desired to
undesired components of the relay input signal. In the setting
of Fig. 6, one has GM (dB) = —37 dBm —35.3 dBm +A dB,

where A is the variable attenuation in the feedback path. The
GM value can also be inferred from the relative levels of the
two peaks observed at the relay input echo pattern (notice that
the TV analyzer always locks to the strongest component in
order to set the time reference; with negative GM values, this
component corresponds to the feedback path, as in Figs. 8-9).
Note that the output echo patterns exhibit a single dominant
peak and all residual echos have been attenuated at least
30 dB below this main path, meaning that the coupling has



been effectively canceled. Stable operation was observed with
GM values down to —20 dB. The effect of the AFC in the
frequency domain for GM = 0 dB can be seen in Fig. 10.
The input psd has ripples whose period is the inverse of the
feedback path delay (= 0.22 MHz). The retransmitted signal,
on the other hand, exhibits a remarkably flat psd, as desired.

Finally, in order to confirm the spectrum shaping capabilities
of the novel scheme, multipath propagation conditions were
artificially introduced in the desired signal before reaching
the combiner at the relay input (the DVB-T modulator has
the capability to simulate multipath channels with configurable
delay, amplitude and phase values). A (minimum phase) three-
path channel with relative delays 0, 0.9 and 2.5 ps and
attenuations 0, —12 and —4 dB was considered, and the GM
was set to —4 dB. As seen in Figs. 11-12, the proposed AFC
effectively restores the original signal spectrum.

VII. CONCLUSIONS

We have presented a novel blind, second-order statistics
based, computationally simple adaptive feedback canceller
for amplify-and-forward full-duplex relays, which effectively
shapes the psd of its output in terms of a prespecified spectral
mask. Laboratory tests of an FPGA-based implementation
show that the proposed scheme is able to effectively mitigate
input-output coupling as well as minimum phase multipath
distortion, without introducing significant delay. The main
obstacles for a convergence analysis for arbitrary orders and
settings reside in the recursive nature of the filter and in
the fact that the adaptive algorithm is not an stochastic
gradient descent of a meaningful cost function. Nevertheless,
the presented analytical results, together with the experimental
evidence, are encouraging in this respect.
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APPENDIX A
PROOF OF THEOREM 1

Let Gi(2)F(2)G,(z) = 22/1:1 qrz~". Under the assump-
tions of the theorem, the signal model becomes

M
n)+ > ayn—k
= M
n) > ax(n)y(
k=1

Defining 6y(n) = b(n), Ox(n) = g — ax(n), 1 <k < M, it
follows from (27)-(28) that

27

y(n) = bn)u(n)— n—k). (28)

y(n) = 6o(n)s(n) + Oo(n Z O(n)y(n —k). (29
LetO=[ 6y 0 Orr |7 It is clear that for 8 = 0, =
[B O 0 )7, one has y(n) = Bs(n) and therefore the

conditions (10) hold, showing that 6, is a stationary point.

To show local convergence, we resort to the ordinary
differential equation (ODE) method. Under some general
conditions [26], the trajectories of (8)-(9) converge in some
probabilistic sense as ;1 — 0 to the solution of the ODE

fogeg
et f(6

PO N 500 = e Blyy(n— k),
fr(9)

(30)

where the expectations are evaluated at & = 6(t). The

stationary point 8, is locally convergent iff the eigenvalues
of the matrix A(0,) all have negative real parts, where

[A(6)]x = 01(0)/00,.
Let 0;(n) = dy(n)/00;. Then, from (30),
) — — (B — 0} + Elyin = 0.

(€20
From (29), it follows that for fixed values of the parameters,

So(n) = 00 )+ 6o ;9 00(n — 1), (32)
M
Si(n) = Ooy(n—1)+00 Y 0:6i(n—1i),  (33)
i=1
forl =1,..., M. Hence, for 8 = 0, (yielding y(n) = Ss(n))
the derivative signals (32)-(33) evaluate to
1
do(n) = By(n) = s(n), (34)
o(n) = By(n—1)=@s(n—1), 1<1<M, (35)
and therefore the desired elements of A(6,) are given by
01k (6,) = —2BFE{s(n)s(n —k)} = —2p7"!
000
OO) 5 (B{stn — stn — k) + E{s(m)s(n — b
l

= —B(re—1+ri41), 11 M,

so that we can write A(0,) = —3~ (T + H)D?, with

Tk =rk—1, [Hlp =164, D= [ 1 (38)

o |
Note that T is symmetric Toeplitz, whereas H is symmetric
Hankel. Although A(6,) is not symmetric for 8 # 1, its
eigenvalues are the same as those of

DA(0,)D' = -37'D(T + H)D, (39)
which is symmetric and therefore has real eigenvalues. We now
apply the following result from [29]: if the Fourier Transform
of the autocorrelation sequence {74} is positive at all
frequencies, then T'+ H is positive definite. Since in our case
this transform is (32S,(e’*) which is positive for all w by
assumption, the result holds, and it follows that the matrix in
(39) is negative definite, concluding the proof.

(36)

-0}
(37)



APPENDIX B
SFR COMPUTATIONS

We assume a “cancellation-only” setting with white noise,
ie. S,(e/) = 02, and a first-order AR process {s(n)} with
psd given by (17). The input SNR is given by
E{s? 1
SNR;, — Zt 2(”)} = —
a'r] (1 -p )Un

From (20), it follows that the stationary point of the adaptive
algorithm must satisfy
b2 62
1+ b(A—GiGG,)[2 ~ 1+ 02(1—pz)(1—pz )
at z = eJ*. Hence, the resulting closed-loop system as a single
pole, i.e. 1 +b(A — G;FG,) =1 — pz—! where p is the root
of 1+ 02(1—pz)(1 —pz~") with [p| < 1:

(40)

(41)

) k— VK2 —4 . SNRjy(1 = p?) + 1+ p?
p=sign(p) 53—, = ,
2 ol
(42)
whereas the value of b? is given by
1— 2
= 5ol SNRy, 43)
p

The residual feedback signal is thus given by —2y(n — 1),
2 2
whose power is 2 E{y*(n — 1)} = & 8°E{s?*(n)}. Then

E 2 1— 2
SFR = — {s"(m)} _1-p SNR;,.  (44)
EE{y*(n—1)} ol Ipl
For large SNR;,, one has from (42) that
1-p? 1
K~ SNRp———,  |p| ~ =, (45)
o K

which, when substituted in (44), yield (21).

APPENDIX C
PROOF OF LEMMA 1
Consider the closed-loop system (26) obtained for fixed
values of a and b. Multiplying (26) by y(n — 1) and taking
expected values,
E{y(n)y(n — 1)} = bE{w(n)y(n — 1)} + pE{y*(n - 1)}.
(46)
Let z(n) = w(n) + pr(n — 1), so that y(n) = bx(n). At a
stationary point (by, ay) of the adaptive algorithm (24)-(25),
one must have, with p, = b, (¢ — ay),

b E{z*(n)},
b E{w(n)y(n —1)} + p.ro,
where the expectations are evaluated at (by, a,). With o = :—(1),
let F:(—1,1) — R be defined by
E{w(n)z(n —1)}
E{z*(n)}
Then it is seen that the stationary points (in terms of the pole

parameter p, as the right-hand side of (49) does not depend
on b) are fixed points of F, i.e. p, = F(p«). Now note that

1 [™ Su(e*
E{IQ(n)} = % [ﬂ 1_(pejw)|2dw,

(47)
(48)

To =

rn =

(49)

F(p) =«

(50)

which goes to infinity as p — 41, since S, (e/*) > 0 for all
w. On the other hand,

1 Sw(z)
— dz. ShH
21y 7{4_1 1—pz

For |p| < 1, the only poles of the integrand inside the unit
circle are those of S,,(2); hence, using the residue theorem to
evaluate (51), it is seen that this quantity remains finite even
as p approaches £1. Hence,

E{w(n)z(n — 1)}

E{a?(n)}

so that lim,,_, 41 F(p) = a. Hence we can continuously extend
the domain of F in order to include the points p = £1 upon
defining F(+1) = «. Since |a| < 1 and F is continuous in
[—1, 1], direct application of the Mean Value Theorem shows

that there must exist a p, € (—1, 1) such that F(p,) —ps = 0.
The corresponding values (b, a,) are then

E{w(n)a(n - 1)} =

=0, (52)

p—=+1

To DPx
by = | = ay =q— . (53)

\| E{a2(n)},—,, b,

APPENDIX D
PROOF OF LEMMA 2
Let us rewrite (26) as
y(n) =b>_prw(n— k). (54)
k=0

If {w(n)} is MA(1), then from (54) it is readily seen that
E{w(n)y(n)} = by +pmn), (55)
E{w(n)y(n-1)} = bn. (56)
On the other hand, from (26) one has
E{y*(n)} bE{w(n)y(n)} + pE{y(n)y(n — 1§37)
B{y(n)y(n—1)} = bE{w(n)y(n — 1)} +pE{y*(n — (FR)

Substituting (55)-(56) in (57)-(58), and taking into account that
at a stationary point (b,,p,) it must hold that E{y(n)y(n —
k)} =1y for k € {0,1}, one has

(59)
(60)

rg = bf(% + peyi) + Put,

re = bz’yl ~+ puTo-

Multiplying (59) by v1/(v070) and using (60), one obtains
pp: + (1= 20p)pe + (p— @) =0, 1)

where p = % Note that |a] = % < 1 by assumption. On
the other hand, it is readily checked that [p| < 3 if {w(n)}
is MA(1). Define the second-order polynomial P(p) = pp® +
(1 —2ap)p+ (p— «). Then from (61), any stationary point p,
is a root of P. Since P(1)P(—1) = —(1—a?)(1 —4p?) < 0,
it follows that there is one and only one root p, in (—1,1).
The corresponding values of (b,,a,) are then given by (53).
To show local convergence, we resort again to the ODE
method. In this case the corresponding ODE is given by

E{y*(n)} —ro ] ~ | fo(b,a)

[ 2 } N { r— E{y(n)y(n—1)} | — { f1(b,a) } , (62)



where the expectations are
From (54), it follows that

evaluated at (b,a) = (b(t),a(t)).

2 b*70
E{y*(n)} = 171)2(1+2pp)7 (63)
b2
Blymyn =1} = 1= 5p+p+m’). 64

A stationary point (by,a,) is locally convergent in mean iff
the eigenvalues of A(by,a,) have negative real parts, where

| 2folba)  Ofo(b.a) —byo
A(b,a) = % % = m()’(b, a), (65)
ab da
and with C(b, a) defined as
C(b,a) =
2(—pp® +3pp+ 1) —2b%(pp? +p + p) 66)

20p* +p* —4pp® —3p—2p  V*(p*+4pp+1)

In view of (65), since b, > 0, a necessary and sufficient
condition for local convergence is that det C(by, a,) > 0 and
tr C(by, a,) > 0. One has

det C(b,a) = 2b*(1 = p*)*[1 = 2p(p —p — pp?)]. ~ (67)

The term in brackets in (67) is positive for all [p| < 1, |p| < 3.
Thus det C'(by, ay) > 0. Also, the diagonal terms of C(b,a)
are positive for all |p| < 1, |p| < 3. Thus tr C(b,a.) > 0,
and local convergence follows.
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